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Text as vectors  (TF BOW, TF-IDF, etc….)

o So we have a |V|-dimensional vector space

o Words/tokens are the axes of the space

o Sentences, documents etc. are points or vectors in this space

o Very high-dimensional: Number of dimensions = size of vocabulary,

           often 10,000 or more. 

o These are very sparse vectors

            - most entries are zero.

Sec. 6.3

V = Vocabulary
|V| = Size of V



Cosine Similarity

3

Recall: Cosine Similarity is a measure of how similar two objects in vector 
space are, as the cosine of the angle between them, irrespective of their 
magnitude.  The scale is [-1 .. 1]. 
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An Example: A Vector Space Model for Characters in PotC



An Example: A Vector Space Model for Characters in PotC

First, let’s just calculate the cosine similarity between each character’s BOW. 



An Example: A Vector Space Model for Characters in PotC

Here is each character’s cosine similarity to Elizabeth Swann:



Digression:  Dimensionality Reduction using PCA

The total vocabulary size for this task is 1249 words; thus the cosine similarity for 
character vectors takes place in 1249 dimensions!

It is impossible to get any intuition for so many dimensions!

Principal Components Analysis 

o Factor the term-document matrix using singular value decomposition:

o The eigenvectors are the principal components of the data and the 
      eigenvalues 𝜎1	 … 	𝜎𝑟 give the “importance” of each componenent. 



Digression:  Dimensionality Reduction using PCA

Principal Components Analysis 

o The principal components tell you which parts of the data are more significance
     (have more variance)

o The largest two principal components give us a 2D view of the data;

o Here is an illustration of reducing a 2D data set to 1 dimension:

End of digression!



Vector Space Models for Characters in PotC

Will Turner

Just using Term Frequency Counts (stop words NOT deleted)

Ragetti
Lord Cutler Beckett

Gibbs

Jack Sparrow

Elizabeth Swann

Pintel
Davy Jones

I’ve reduced a 15 x 1249 
matrix to 15 x 2 and 
displayed the rows in 2D! 



Vector Space Models for Characters in PotC

Will Turner

Just using Term Frequency Counts (with stop words deleted)

Ragetti
Lord Cutler Beckett

Gibbs

Jack Sparrow

Elizabeth Swann

Pintel

Davy Jones



Vector Space Models for Characters in PotC

Will Turner

Just using TF-IDF   (stop words NOT deleted)

Ragetti

Lord Cutler Beckett

Gibbs

Jack Sparrow

Elizabeth Swann

Pintel

Davy Jones



Vector Space Models for Characters in PotC

Will Turner

Just using TF-IDF (with stop words deleted)

Ragetti

Lord Cutler Beckett

Gibbs

Jack Sparrow

Elizabeth Swann
Pintel

Davy Jones

Why do you think 
there is not more 
consistency between 
these different views 
of the data?



Vector Space Models for Social Media



What’s wrong with Term-Frequency Vector Models?

1. Inefficient: Huge sparse vectors (could be 100,000 words!), mostly 0’s.

o They don’t scale well! 

2. They don’t generalize well:

o TF models don’t generalize across NLP tasks and domains

o Can’t be used for transfer learning

3. Statistics  ≠	 Semantics:

o What words occur together? 

o How are they used?

o What do words mean?

4. Can’t handle complex linguistic phenomena:

o Synonyms:       car   and   automobile  have no relationship!

o Polysemy (multiple meanings):     sound = audio signal, healthy, body of 

water (19 noun meanings, 12 adjective meanings, 12 verb meanings, etc.) 



Short, dense vectors are a better solution!

o Short: 50-1000 dimensions

o Dense: Most elements are not 0

o Efficient: Easier to use as features in machine learning 

o Generalize better than explicit counts

o May capture synonymy better, since fewer dimensions

o In general, to capture semantics better!

What’s wrong with Term-Frequency Vector Models?



Naïve idea: Meaning as a point in space (Osgood et al. 1957)
Define a word by abstract characteristics:

o 3 affective dimensions for a word
• valence: pleasantness 
• arousal: intensity of emotion 
• dominance: the degree of control exerted

o Hence the connotation of a word is a vector in 3-space

Word Score Word Score
Valence love 1.000 toxic 0.008

happy 1.000 nightmare 0.005
Arousal elated 0.960 mellow 0.069

frenzy 0.965 napping 0.046
Dominance powerful 0.991 weak 0.045

leadership 0.983 empty 0.081

Vector Models of Meaning:  Short and Dense

But this doesn’t generalize well to all English words:  what about nouns?



Embeddings are short and dense word/text vectors

o “Neural Language Model”-inspired embeddings

• Word2vec (skipgram, CBOW), GloVe

o Singular Value Decomposition (SVD)

• A special case of this is called LSA – Latent Semantic Analysis

o Alternative to these "static embeddings":

• Contextual Embeddings (ELMo, BERT)

• Compute distinct embeddings for a word in its context

• Separate embeddings for each token of a word

Vector Models of Meaning:  Short and Dense



How to capture the meaning of words?      By context!

Ludwig Wittgenstein:  

           "The meaning of a word is its use in the language”

Distributional Semantics:

          “You shall know a word by the company it keeps” (Firth 1959)

        Words are defined by the words around them; 

        Synonyms can be substituted into the same contexts:

“The fast car was speeding down the road.” 
“The fast automobile was speeding down the road.”

Vector Models of Meaning: Embeddings



What does recent English borrowing ongchoi mean?

§Suppose you see these sentences:
•Ong choi is delicious sautéed with garlic. 
•Ong choi is superb over rice
•Ong choi leaves with salty sauces

§ And you've also seen these:
• …spinach sautéed with garlic over rice
• Chard stems and leaves are delicious
• Collard greens and other salty leafy greens

§ Conclusion:
§ Ongchoi is a leafy green like spinach, chard, or collard greens

§ We could conclude this based on words like "leaves" and "delicious" and 
"sauteed" 

Vector Models of Meaning: Embeddings



Vector Models of Meaning: Embeddings

Simple way to think about embeddings: A word is placed in vector space by its 
context:

A skip-gram is a context (+/- N) before and after a word:

           (2,2) Skip-Gram

 The fast   car  was speeding

 A word context is a set of words nearby (i.e., +/- N words):

           Word            Word context:

           car               {fast, speeding , the, was }

Words have similar meanings iff they have similar contexts. 



o Start with a random D-dimensional vectors as a word’s initial embedding

o Train a classifier based on embedding similarity

o Take a corpus and take pairs of words that co-occur as positive examples

o Take pairs of words that don't co-occur as negative examples

o Train the classifier to distinguish these by slowly adjusting all the

    embeddings to improve the classifier performance

o Throw away the classifier code and keep the embeddings.

Vector Models of Meaning: Embeddings

This is a machine learning task (we’ll return to it).
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For example Levy and Goldberg (2014a) showed that using skip-gram with a
window of ±2, the most similar words to the word Hogwarts (from the Harry Potter
series) were names of other fictional schools: Sunnydale (from Buffy the Vampire
Slayer) or Evernight (from a vampire series). With a window of ±5, the most similar
words to Hogwarts were other words topically related to the Harry Potter series:
Dumbledore, Malfoy, and half-blood.

It’s also often useful to distinguish two kinds of similarity or association between
words (Schütze and Pedersen, 1993). Two words have first-order co-occurrencefirst-order

co-occurrence
(sometimes called syntagmatic association) if they are typically nearby each other.
Thus wrote is a first-order associate of book or poem. Two words have second-order
co-occurrence (sometimes called paradigmatic association) if they have similarsecond-order

co-occurrence
neighbors. Thus wrote is a second-order associate of words like said or remarked.

Analogy/Relational Similarity: Another semantic property of embeddings is their
ability to capture relational meanings. In an important early vector space model of
cognition, Rumelhart and Abrahamson (1973) proposed the parallelogram modelparallelogram

model
for solving simple analogy problems of the form a is to b as a* is to what?. In such
problems, a system given a problem like apple:tree::grape:?, i.e., apple is to tree as
grape is to , and must fill in the word vine. In the parallelogram model, illus-
trated in Fig. 6.15, the vector from the word apple to the word tree (=

#       »
apple� #   »tree)

is added to the vector for grape ( #        »grape); the nearest word to that point is returned.

tree

apple

grape
vine

Figure 6.15 The parallelogram model for analogy problems (Rumelhart and Abrahamson,
1973): the location of

#     »
vine can be found by subtracting #   »tree from

#       »
apple and adding #       »grape.

In early work with sparse embeddings, scholars showed that sparse vector mod-
els of meaning could solve such analogy problems (Turney and Littman, 2005), but
the parallelogram method received more modern attention because of its success
with word2vec or GloVe vectors (Mikolov et al. 2013b, Levy and Goldberg 2014b,
Pennington et al. 2014). For example, the result of the expression (

#     »
king)� #     »man+

#            »woman is a vector close to #         »queen. Similarly,
#      »
Paris� #           »

France+
#     »
Italy) results in a

vector that is close to
#         »
Rome. The embedding model thus seems to be extracting rep-

resentations of relations like MALE-FEMALE, or CAPITAL-CITY-OF, or even COM-
PARATIVE/SUPERLATIVE, as shown in Fig. 6.16 from GloVe.

For a a:b::a*:b* problem, meaning the algorithm is given a, b, and a* and must
find b*, the parallelogram method is thus:

b̂⇤ = argmax
x

distance(x,a⇤ �a+b) (6.41)

with the distance function defined either as cosine or as Euclidean distance.
There are some caveats. For example, the closest value returned by the paral-

lelogram algorithm in word2vec or GloVe embedding spaces is usually not in fact
b* but one of the 3 input words or their morphological variants (i.e., cherry:red ::

Vector Models of Meaning: Embeddings

car
     automobile

chard
ongchoi
           spinach

Embeddings keep similar words near each other and dissimilar words far apart. 

They also allow a simple form of analogical reasoning:

To solve: “Apple is to tree as grape is to _____?”

o Use vector arithmetic:  

           X =  tree – apple + grape  

o Search for the closest word (using cosine sim):

          argminX(  cosine_sim(tree – apple + grape, X) )

           =>    vine



Vector Models of Meaning: Embeddings



Train embeddings on different decades of historical text to see meanings shift

~30 million books, 1850-1990, Google Books data

Embeddings as a window onto historical semantics

William L. Hamilton, Jure Leskovec, and Dan Jurafsky. 2016. Diachronic Word Embeddings 
Reveal Statistical Laws of Semantic Change. Proceedings of ACL.

Vector Models of Meaning: Embeddings



Word embeddings can be extended to document embeddings:
Generally, a document embedding is simply the sum of its word embeddings.

Vector Models of Meaning: Embeddings


